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1 Background

In order to meet the exascale goals, today’s top HPC systems will need to scale by two orders of magnitude, at the same time increasing their power consumption by only an integer factor. Power consumption of both individual nodes and the overall system is thus a critical issue to address [2].

Most performance studies of large-scale HPC systems and their workloads have focused primarily on flops, bandwidth, and latency. Few concrete studies exist that focus on quantifying power and energy consumption at the hardware and software levels. Until recently, system vendors have had little incentive to expose extensive system and component-level power interfaces to users. Consequently, the power-management methodology is lacking, and the underlying capabilities in today’s computer systems are limited or missing.

Exascale systems, consisting of hundreds of thousands of nodes drawing tens of megawatts of electrical power, mandate a need for new, systemwide methodologies and procedures for power monitoring, management, and scheduling.

2 Power Monitoring

On current large-scale HPC systems, we are forced to rely on built-in environmental-monitoring capabilities designed primarily to help identify insufficient cooling and power distribution, not to monitor energy usage driven by application workloads. Our evaluation of IBM Blue Gene systems in that respect has shown [18] limited temporal and spatial resolution of the data available through these channels, further complicated by the latency with which the raw power data becomes available.

To perform meaningful, informed power management, we will need convenient access to accurate power consumption information. Key capabilities of such interface include the following:

- **Low overhead access:** ideally, the overhead should be of the same order of magnitude as obtaining the current system time.
- **Instantaneous data:** the returned data should correspond to the current power draw; if only older data is available, it needs to be accurately timestamped.
- **Local monitoring:** separate power monitoring information should be available for every compute node; rack-scale bulk power data is insufficient.
- **High granularity data:** raw power data should be divided between node components; at least the CPU, memory, and interconnect should be measured individually.
- **Energy vs power measurement:** while for system management purposes power draw is probably the metric of choice, developers wishing to optimize their code for optimal power usage may be more interested in overall energy consumption during the execution of a section of code. Energy consumption can be estimated by repeatedly sampling the instantaneous power draw, which should be done by a kernel thread running on a different core from the application, or, to reduce jitter, performed in hardware.

Obviously, the characteristics of such software interface depend on the capabilities of the measuring hardware; these two should be codesigned.

3 Power Management

Our experiments on current HPC systems indicate [18] that very little power management is taking place. The systems are tuned for energy efficiency under sustained high load (performance per watt), not for power saving during idle periods. In particular, the power draw of the interconnect on Blue Gene/Q appears to be independent of load, and that of the CPU varies only by some 20%; the only component showing significant changes in power draw under different loads is DRAM—by a factor of 2 or more.

For meaningful node power management at exascale, we expect that the OS and runtime will need capabilities such as the following:
- adjust the CPU speed,
Cyclops-64 chip. Feng et al. [6] developed a power/energy consumption model for many-core architectures and demonstrated its accuracy by experimenting on an IBM machine. Garcia et al. [7] developed an instruction-level energy consumption model for many-core architectures and components (enclaves) on an as-needed basis. Namely, operations on the critical path should be supplied with adequate power budget for maximum efficiency, at the expense of less-critical operations. For example, when a job initializes, a large portion of the budget could be allocated to the storage system to read the input data into memory as quickly as possible; but once the data has been read, power should be reallocated to the compute and interconnect fabric until the next checkpoint or job termination time.

For such execution model to be feasible, a multilevel power scheduling infrastructure must be provided, from global system level, through enclaves, to individual nodes, comprising at each level scheduling, monitoring, and enforcement subcomponents, with request and feedback propagation between the levels and with interfaces to the runtime system at multiple levels. The runtime system and the application should be involved in the decision-making process; for example, if the power budget available to the compute fabric needs to be reduced, user code could provide input on whether it is preferable to slightly slow all the CPUs or to idle some of the CPUs (perhaps even release the nodes to the global scheduler) while keeping the remaining ones running at full speed.

### 5 Related Work

Power consumption has increasingly been recognized as a limiting factor in large data centers and supercomputer facilities [3–5, 15, 16]. Research in power-aware scheduling has been vast and diverse [8, 9, 11–14, 17]. Garcia et al. [7] developed an instruction-level energy consumption model for many-core architectures and demonstrated its accuracy by experimenting on an IBM Cyclops-64 chip. Feng et al. [6] developed a power/energy profiling framework for HPC cluster systems, measuring power consumption by tapping digital multimeters into DC lines. Alam et al. [1] compared various performance aspects of IBM Blue Gene/P and Cray XT4, including performance per watt and power consumption of HPC applications. Hennecke et al. [10] presented an overview of the power measurement capabilities of Blue Gene/P.

### 6 Summary

**Challenges addressed:** Power, specifically global control of power management.

**Maturity:** The underlying power optimization techniques, such as dynamic voltage and frequency scaling or power gating, are well studied and understood. To utilize these techniques properly, however, we need a coordinated, multilevel power-scheduling infrastructure running on top, which is a new research area with unknown risks.

**Uniqueness:** While power-limited computing is the order of the day in mobile consumer devices such as cell phones, the efforts there focus on optimizing the idle power draw, which is the state those devices are predominantly in. HPC systems are instead expected to be under load for much of the time, so the set of challenges is different. Because of their scale, exascale systems will be the ones most affected by limited available power, so we expect that they will be the first to need a working solution.

**Novelty:** We stress the different objectives of the related work presented earlier compared with what we have outlined. The bulk of the prior research has focused on slowing system components in order to optimize performance per watt and reduce the overall energy consumption, thus saving on running costs—a noble goal in itself. Large-scale HPC systems, however, represent significant financial investments and need to be utilized as highly as possible before the inevitable progress makes them obsolete and too expensive to keep running. Thus, we are not interested in making the system as a whole slower for minor energy savings; rather, we want to redirect the limited available power budget to those components that can benefit most, with the goal of accelerating the computations in order to maximize the system throughput.

**Applicability:** We expect power management solutions developed forexascale systems to trickle down to smaller-scale HPC systems and possibly also to other commercial high-load systems. Traditional data-center servers, however, which are idle much of the time, need a different set of solutions.

**Effort:** Given the multilevel solution required, a larger team would be preferable, comprising OS, runtime, and machine scheduling experts: possibly five people working for three to five years.
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